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History of KISTI
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Introduction of KISTI and KREONET

1960

1980

1990

2001

2012

Separated from KIET

Merged with KIEI

2014

1999

ScienceIndustry

Supercomputing Center
(ETRI)

A center of National Knowledge 

Information Infrastructure

‘KISTI will be with you’
2018

KORSTIC,1962

Computer Center in KIST,1969

SERI, 1991

KORDIC, 1993

KIET,1982

KINITI,1991

Korea   Institute of  Science  & 
Technology Information (KISTI, 2001)

Designated as “National Supercomputing Center”

Appointed 7th President , Dr. Choi Heeyoon

President Award for National R&D Performance Evaluation 



Mandate & Research  Areas
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Introduction of KISTI and KREONET
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Company Support



KREONET National Science and Research Network, Korea

Initial Phase
Pioneer of Internet

• First national-wide Internet 

Service in Korea, 1988

• Training and extending of 

internet technology and service 

• 1 of 5 Natl. Basic Information System

• defense, administration, finance, 

public security, education/research

• (capacity) Kbps/Mbps

Current Phase
Enabler of Science Discovery and Innovation

• Cyberinfrastructure to empower data intensive science in global level

• Core member of GLORIAD since 2005

• GLORIAD (Global Ring Network for Advanced Application Development)

• Advanced Research Network designated by Korean HPC ACT, 2012

• 국가초고성능컴퓨터 활용 및 육성에 관한 법률 / 1 of 1461 ACTs in Korea

• Global leadership for technology and application

• Building user / network community

• Early adaptor of advanced technologies and services

• To develop & to introduce to the market

• (capacity) Gbps/Tbps

• 16 Domestic GigaPoPs & 4 Intl. GigaPoPs, 2019

• 365x24 NOC in KISTI Daejeon

• L1 Lightpath, L2 Carrier Ethernet Service, L3 R&E IP service
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Introduction of KISTI and KREONET



MAP OF KREONET 2019
KOREA RESEARCH ENVIRONMENT OPEN NETWORK

China

United States of America

Europe

Hong Kong

Seattle

Chicago

Amsterdam

CERN

KREONET POP
KRLIGHT POP

10G

100G

Jeju

Changwon

IX Internet eXchange – 10G

Jeonju

Busan

Ulsan

Pohang

Gangneung

Incheon Seoul

LHCOPN 10G100G
100G

Gwangju

Daegu

Suwon

Cheonan

Sejong Ochang

Daejeon

Songdo

100G

100G 100G
100G

2019-08-14 KREONET development in ROK 2019 6

ver. 2019.1.30



MAP OF KREONET 2019
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KREONET / KROENet2 Services

• KREONET Advanced Networking Service
• [L1VPN/OPN] L1 Lightpath

• [L2VPN/L2OPN] L2 Carrier Ethernet Service, L2 Lightpath
• R&E IP service

• Internet Service

• KREONET Security Service : Security Monitoring and Control
• S&T-SEC, Science and Technology Security Center

• KREONET Science DMZ Service

• KREONET-PERT : Performance Enhancement and Response Service
• perfSONAR/MadDash

• eduroam : Global Wi-Fi Roaming Service
• National Roaming Operator

• KAFE (Korea Access Federation) : Streamline your online collaborations

•Domain Name Service, NTP Service, …
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KREONET / KROENet2 and KRLight – Services



Global Wi-Fi Roaming Service for R&E

• Borderless Research and Education 
via Free Wi-Fi Service with One ID

• 69 Partners, 22K APs in Korea

•Max DAU 2.5K, MAX MAU 7K in 2018
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KREONET / KROENet2 and KRLight – Services

DAU (Daily Active Users) in 2018 MAU (Monthly Active Users) in 2018



KAFE Access with Your Home Account
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KREONET / KROENet2 and KRLight – Services

KOREAN
ACCESS FEDERATION

Connect people, bridge organizations, enable more science

Member Institutions

1,909 Global Partners

Partner Organizations

51 Federations

Identity path: End-to-end via user web browser

Contact : Dr. Jinyong Jo, KISTI



KAFE Status
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KREONET / KROENet2 and KRLight – Services

KOREAN
ACCESS FEDERATION

Connect people, bridge organizations, enable more science

Interconnect 59 federations

47 Federated Services

39 participants

220K accounts

+ CERN, LIGO, CILogon
+ Globus online
+ Video conferencing tools
+ File storage and transfer
+ Computational platform
+ eduroam visitor account
+ groupware service
+ IEEE Xplore

and more …

Contact: Dr. Jinyong Jo, KISTI



GLIF Global Lambda Integrated Facility
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KREONET / KROENet2 and KRLight – Global Collaborations

KRLight, OLE (Open Lightpath Exchange) 

Linking the world with lambda
→ Global Cyber-infrastructure, supporting 

Collaborative Scientific R&D project



KRLight Distributed Open Lightpath eXchange-Korea
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KREONET / KROENet2 and KRLight – Global Collaborations

Daejeon, KRHong Kong, CN
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GLOBAL Research Network & Collaboration
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KREONET / KROENet2 and KRLight – Global Collaborations

DaeJeon

Seattle

Chicago

South-East/Middle Asia
▷ (Japan) KEK Bell Experiment
▷ (Asia) CERN Tier2/3 Center
▷ APEC, ASEAN Climate Center
▷ (Japan) TEMDEC MediScience

South America

▷ (Chille) CTIO KMTNet
(KASI Alien Planetary System)

▷ (Chille) GMT (Giant Magellan 
Telescope) 

▷ (Chille) LSST (Large Synoptic 
Survey Telescope)

<Internet2(MoU )>

Europe

▷ (Swiss) CERN LHC
▷ (France) ITER Grid
▷ JIVE: European VLBI Network
▷ (Norway) Satell. Data Receiver

Africa

▷ HartRao (Hartebeesthoek Radio 
Astronomy Observatory) 

▷ SAAO (South Africa Astro-Obser.)
- KMTNet (KASI)

GEANT (Agreement)

SURFnet 
(MoU)

Oceania

▷ (Autra.) SKA(Square Kilometre
Array)

▷ (Austra.) CSRIR/ATNF
▷ (Austra.) SSO KMTNet

(KASI Alien Planetary System)

<PacWave (Partnership) >

<StarLight (Partnership) >

Middle East

▷ (UAE) SKSH-SNU. Hospi. 
Hybrid Diagnosis

(Medical Korean wave) 
North America

▷ (USA) NOAA (Ocean.-Atmos.
▷ (USA) NASA (AeroSpace)
▷ (CANADA) McGill University 

– GBRAIN project
▷ (USA) NERSC/BNL
▷ (USA) Stanley institute : NGS 
▷ (USA) LIGO Experiment

100G(+10G)
10G(+10G)

10G(+10G)

10G(+10G)

10G(+2.5G)Amsterdam 10G

Hong Kong

<Asi@Connect (MoU ) >



MoU between KISTI and TEIN*cc, 2016

1. exchange information of advanced network technology and collaborative research 
project for global leadership

2. provide appropriate interconnection between Parties’ members (users) and 
networks for the purpose of development and use of advanced research and 
education applications.  

3. promote collaboration relating the development of next-generation networking 
and applications in research, science and higher education.

4. collaborate on human resources development, organization of workshops or 
meetings to promote advanced technologies and applications. 
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KREONET / KROENet2 and KRLight – Global Collaborations

“Making better global network connectivity, promoting applications and exploring opportunities”
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KREONET / KROENet2 and KRLight – Supporting Advanced Researches

High Energy Physics & 
Fusion Energy Science

Astronomy & Climate 

Changes

Education & e-Culture

Future Internet & 

Construction

Advanced Scientific 

Computing Research

Bio/Genome Research 
& Medical Science

Enabling Science Discovery
- New particle,  “Higgs” in CERN LHC
- Gravitational Wave in LIGO
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KREONET / KROENet2 and KRLight – Supporting Advanced Researches

International Thermonuclear 
Experimental ReactorITER

KMTNet (Korea Microlensing Telescopes Network) SKA (Square Kilometre Array) SDSS (Sloan Digital Sky Survey)

KSTAR (Korea Superconducting Tokamak Advanced Research) Neutrino Detector

CERN, LHC, KEK, Belle, Freilab, CDF Climate Change SDO (Solar Dynamics Observatory) Medical Science

Integration of distributed 
supercomputing resources E-Culture KVN Global e-VLBI project



KREONET/KREONet2 Monitoring System

PerfSONAR/MadDash

• Installed in 17 domestic nodes and 4 international nodes

KREONET / KROENet2 and KRLight – PERT Activities



KREONET/KREONet2 Monitoring System

PerfSONAR/MadDash

• Installed in 20 nodes for 5 Research Communities (up to 50)

KREONET / KROENet2 and KRLight – PERT Activities



Science DMZ and 
Optimized Research Platform
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Science DMZ
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Science DMZ - Introduction

Eli Dart, Lauren Rotman, Brian Tierney, Mary Hester, and Jason Zurawski. The Science DMZ: A Network Design Pattern for
Data-Intensive Science. In Proceedings of the IEEE/ACM Annual SuperComputing Conference (SC13), Denver CO, 2013.



Science DMZ
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Science DMZ - Introduction



Science DMZ
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Science DMZ - Introduction



Science DMZ Superfecta : Engagement
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Science DMZ - Engagement

Data Transfer Node
• High performance
• Configured for data transfer
• Proper tools

perfSONAR
• Enables fault isolation
• Verify correct operation
• Widely deployed in ESnet and 

other networks, as well as sites 
and facilities

Science DMZ
• Dedicated location for DTN
• Proper security 
• Easy to deploy - no need to red

esign the whole network

Engagement 
with Network 

Users

Engagement
• Partnerships
• Education & Consulting
• Resources & Knowledgebase

ESnet Science Engagement (engage@es.net) - 11/14/24 © 2015, The Regents of the University of California, through Lawrence Berke
ley National Laboratory and is licensed under CC BY-NC-ND 4.0

Performance 
Testing & 

Measurement

Network 
Architecture

Dedicated 
Systems for   

Data Transfer

mailto:engage@es.net
https://creativecommons.org/licenses/by-nc-nd/4.0/


KISTI’s Science DMZ Activities for Data Intensive Science

• Focus on Data-Intensive Science Community in Korea
• Bio/Genome (K*GENOME, GENOME RDC), Astronomy (e-VLBI, SDO, KMTnet, LSST), 
High Energy Physics (CERN LHC Alice Tier1, CMS Tier2/3), Fusion Energy (KSTAR/NFRI), 
Climate Change (National Center for Meteorological Supercomputer, APEC Climate Center) etc.

• 100G last-mile connection supports by KREONET
• KASI (astronomy), KSTAR/NFRI (fusion energy)

• Science Engagement : Technical support and Training
• International Participation and Collaboration to PRP & NRP

•Global partnership and leadership in Asia : Asia PRP with 
Australia and Singapore

• Participation in SC18 Network Research Exhibition

• 100G DTN directly connected to KRLight

2019-08-14 KREONET development in ROK 2019
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Science DMZ - Engagement

eKVN

KBSI TEM KSTAR

K*GENOME

HEP (CMS, ALICE)

LSST

GSDC 

Genome RDC

Supercomputer(5th) SDO



Science DMZ for National Supercomputer, HPC

• Building Science DMZ and DTN for KISTI 5th Generation Supercomputer 
(25.7 petaflops) 
• Participation for the PetaScale DTN transfer Project

• DTN Cluster with 100G
• Globus Online
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Science DMZ – Global Collaboration

DTN

DTN

DTN

DTN

100G 
Switch

SDN
(VPN/
VDN)

5th Super-
computer

File 
System

Normal 
User

…

DTN Cluster

F/W

5TH Supercomputer 100G/SDN

Peta Scale transfer environment 
over KISTI 5th Generation Supercomputer

Collaboration with 
NERSC Science DMZ  

DTN Cluster

Science DMZ architecture for HPC



PRP/NRP and KISTI/KRLight Science DMZ

Expanding to the Global Research Platform
via CENIC/Pacific Wave, Internet2, and International Links
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Science DMZ – Global Collaboration

PRP

PRP’s Current 
International

Partners

Korea Shows Distance is Not the Barrier 
to Above 5Gb/s Disk-to-Disk Performance

Netherlands

Guam

Australia

Korea

Japan

Source: Larry Smarr(Calit2), 2nd NRP Workshop@Bozeman 2018



End-to-end Performance Monitoring via perfSONAR & MadDash
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Science DMZ - Monitoring



Optimized Research Platform for Data Intensive Science
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Science DMZ – Optimized Research Platform

GOLE
(International 

Research
Network)

NREN B
NREN C

NREN A

Science 
DMZ

DTN

Science 
DMZ

DTN

Science 
DMZ

DTN

Science 
DMZ

DTN

Science 
DMZ

DTN

Science 
DMZ

DTN

Science 
DMZ

DTN

Supercomputer

Data Center

Research Institute

ps

ps

ps

ps

ps

ps

DTN: Data Transfer Node
ps: perfSONAR

Research Institute

Research Institute

ps

RAON, IBS 
(heavy-ion accelerator)



Science and Research 
Collaboration in Asia

LHCOPN, KVN, SKA
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LHC Optical Network
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Science and Research Collaboration in Asia - LHCOPN

Private network connecting Tier0 and Tier1s



LHC Optical Network

•Optical private network connecting Tier0 and Tier1s
• Dedicated network to LHC data transfers and analysis
vLHCOPN IP prefixes
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Science and Research Collaboration in Asia - LHCOPN

KISTI

NetherLight

CERN

Dedicated 10Gbps over 
100Gbps

KRLight
(Chicago)

Unprotection 10Gbps
Over ANA300GKRLight

(Daejeon)

CERN networkL3 peering
(backup path)

CERN networkL3 peering
(backup path)

10Gbps (backup)
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Science and Research Collaboration in Asia - LHCOPN

Asia North Ameri
ca

EuropeSouth America

• 20 R&E networks
• 14 Tier1s and ~70 Tier2s in 5 continents

• ~250 perfSONAR instances
• 6 collaborations



Data Intensive Science : The East-Asian VLBI 

2019-08-14 KREONET development in ROK 2019 34

Science and Research Collaboration in Asia - VLBI



e-KVN (e-VLBI Network in Korea)
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Science and Research Collaboration in Asia - VLBI

KREONet2

Yonsei Astronomy Observatory 
@Seoul 

Seoul

Jeju

Daejeon

Sejong

Korea-Japan
Correlation 

Center (KJCC)
@Daejeon

Tamna Astronomy Observatory
@ Jeju

Ulsan Astronomy Observatory 
@Ulsan

100G

100G
40G (+1G)

10G(+1G) 10G(+1G)Ulsan

VLBI antenna 
@ SejongSpace Geodetic Observation Center

10G

@East Asia @Europe

@Austrailia



ASKAP (Australian Square Kilometer Array Pathfinder)
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Science and Research Collaboration in Asia - SKA

ASKAP antennas → Correlator for on-site processing : 1.9Tb/s
→ Pawsey Supercomputing Centre in Perth (40Gbit/s) 

100G

100G

100G
Pawsey

Supercomputing 
Centre

(10Gbps*n)

KISTI 5th

Supercomputing 
Center/GSDC

(100Gbps, 10Gbps*n)



Network Research 
Demonstrations

LHCOPN, KVN, SKA
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Inter-continental 100Gbps Data Transmission between Korea and Chile

• Set up 100Gbps path from Chile to Korea via US

• For LSST data Transmission from Chile to real user of Korea via US

• KASI (Korea Astronomy and Space Science Institute), one of the international 
contributors on behalf of the LSST Korea with 100G DTN at KASI and KISTI in Daejeon 
• Working on SC18 Network Research Exhibition “Global Petascale to Exascale Science Workflows 

Accelerated by Next Generation SDN Architectures and Applications” led by Harvey Newman, Caltech
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Network Research Demonstrations – Inter-continental 100Gbps Transmission, 2018

KREONet2
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Network Research Demonstrations – Inter-continental 100Gbps Transmission, 2018

SC18 SCinet
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Network Research Demonstrations – Inter-continental 100Gbps Transmission, 2018 

KASI/
KISTI
@Daejeon

LLST Base Site 
@La Serena

SC18@
Dallas

100Gbps

100Gbps

60Gbps
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Network Research Demonstrations – Inter-continental 100Gbps Transmission, 2018

KASI/
KISTI
@Daejeon

LLST Base Site 
@La Serena

SC18@
Dallas

100Gbps

100Gbps

60Gbps

KASI/KISTI(Korea) – LSST Base Site (Chile)KASI/KISTI(Korea) – FIU(US)



BigData Express Project, Collaboration between KISTI and Fermilab

•Working on SC18 Network Research Exhibition “Providing Programmable 
Data Streaming to Large Computational Sciences” led by Wenji Wu, FNAL

• Partners: FNAL, ORNL, PPPL, iCAIR, KISTI, KSTAR/NFRI

2019-08-14 KREONET development in ROK 2019 42

Network Research Demonstrations – Big Data Express, 2018



BigData Express Project

• Collaborative effort by Fermilab, Oakridge National Laboratory and KISTI 
• Funded by DOE’s Office of Advanced Scientific Computing Research (ASCR) 
• BigData Express seeks to provide a schedulable, predictable, and high-
performance data transfer service for DOE’s large-scale science 
computing facilities (e.g., LCFs, US-LHC computing facilities) 
• BigData Express Key Features 
• A data-transfer-centric architecture to seamlessly integrate and efficiently 
coordinate the various resource in an end-to-end loop 
• A time-constraint-based scheduler to schedule data transfer tasks 
• An admission control mechanism to provide guaranteed resources 
• for admitted data transfer tasks 
• An end-host-based rate control mechanism to improve data transfer schedulability
and reduce cross-interference between data transfers 
• Extensive use of SDN and SDS to improve network storage I/O performance
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Network Research Demonstrations – Big Data Express, 2018



World 1st inter-continental UWV transmission

• 360° media delivery with ultra high quality based on MPEG OMAF
• OMAF improves the quality of 360° media per same unit bandwidth through 
a packing process which results in bandwidth consumption reduction
• Real-time stitching of 4K captured video for live streaming

•OMAF delivery over MPEG MMT for live streaming
• MMT minimizes delivery delay of OMAF based 360° media
• Smooth and seamless switching of streams
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Network Research Demonstrations – Inter-continental UWV transmission, 2018

Amsterdam Arena

Two sets of 3x4K camera systems ETRI real-time stitching system

IBC and Korea

via Three 12G-SDIs

4Kx4K or 8Kx2K



World first intercontinental UWV transmission
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Network Research Demonstrations – Inter-continental UWV transmission, 2018

KRLight
Daejeon

StarLight
Chicago

MOXY
Montreal

NetherLight
Interxion
Montreal

AMS

TNO
AMS

@Arena

MAN/LAN
WIX

GEANT
Open 

Exchange
London

KISTI
Daejeon

Primary Path (VLAN 2049)

Secondary Path (VLAN 2050)

Daejeon – Amsterdam Live Broadcast International Network

https://www.tno.nl/nl/over-tno/nieuws/2018/9/ultra-wide-vision-primeur-real-life-real-time-experience-van-evenementen/



World first intercontinental UWV transmission
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Network Research Demonstrations – Inter-continental UWV transmission, 2018

KRLight
Daejeon

StarLight
Chicago

MOXY
Montreal

NetherLight
Interxion
Montreal

AMS

TNO
AMS

@Arena

MAN/LAN
WIX

GEANT
Open 

Exchange
London

KISTI
Daejeon

Primary Path (VLAN 2049)

Secondary Path (VLAN 2050)

Daejeon – Amsterdam Live Broadcast International Network

https://www.tno.nl/nl/over-tno/nieuws/2018/9/ultra-wide-vision-primeur-real-life-real-time-experience-van-evenementen/



Summary

•High performance science and research network in Korea, 
KREONET/KREONet and KRLight

•Global Science Gateway for Data Intensive Science
• Nature and History of the Universe : CERN LHC, LSST,  SKA and eVLBI
• Human Genome Project (Exabyte Data)
• Earth Science & Climate data, Supercomputer networking etc.

•Optimized Research Platform for Data Intensive Science
• Science DMZ as critical infrastructure model to enable high performance 
networking

• Science and Research Collaboration in Asia

• Several Network Research Demonstration in SC18 and intercontinental 
UWV transmission
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